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Abstract 

This article surveys trends from the year 2010 to 2023 of existing studies with an appreciation of the development 

of sentiment analysis methods in social media platforms. From the significant rise in user-generated content 

especially in sites such as Facebook and Instagram, it is high time that people’s attitude towards marketing and 

opinion was measured. Current trending social media language poses a big challenge to most conventional ML 

models. To enhance the accuracy, several scholars have embraced ensemble and hybrid models. With the help of 

CNNs, RNNs and transformers like BERT, deep learning has enhanced the sentiment analysis quite meaningfully 

as it identifies factors beyond human wiring. Real-time sentiment analysis in social media videos is critical and 

can only be made possible by big data analytics. It expounds analysis of contents of visuals, audio and text in 

contrast to textual and visual analysis which produces more insights of sentiments. There is always improved 

generalization of the model in different education datasets through transfer learning. These technologies are not 

entirely accurate and are sometimes associated with ethical concerns because of language differences, which 

means research into actual-turn-key-ethical-se3ntiment analysis models is still necessary. Thus, this paper assesses 

these novel techniques and the potential research studies in the sentiment analysis of social media. 

Sentiment Analysis, Machine Learning, Deep Learning, Big data analysis, Social Media platforms, Data Mining, 

Opining Mining. 
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1. Introduction 

1.1 Context and Background  

Sentiment analysis [1] has become a critical tool for understanding public opinion in the era of social media. The 

proliferation of user-generated content on platforms[2] like Facebook and Instagram has created an unprecedented 

opportunity to gauge public sentiment on a wide range of topics. However, the sheer volume and complexity of 

this data have posed significant challenges to traditional analysis methods[3]. Accurate sentiment analysis is 

crucial for understanding public opinion[4]–[7]. Advances in technology have enhanced its precision, yet 

challenges remain, such as handling multiple languages and ensuring real-time accuracy. Predicting future 

sentiment and requiring extensive data also pose difficulties. Additionally, considering social and cultural contexts 

is vital.  Although there remains room for improvement in the methods used for sentiment analysis, the 

advancement in natural language processing[8], and machine learning makes it an overly hopeful concept. 

Another solution for the problem which can be applied to the conversation or user-level models is the context-

aware models[9] which consider the wider context for the given turn, such as previous turns or even the entire 

conversation. 

1.2 Scope of the Review 

This review includes several papers from 2010-2023 regarding major advancements in sentiment analysis 

technologies about social media (SM) data including from machine learning to deep learning and even multimodal 

analysis. “Sentiment inside a context” helps to explain voter’s reaction during campaigns to make necessary 

adjustments to messages and forecast the outcome of elections. Polling data get to special groups on how to 

influence the floating voters. The datasets containing sarcasm and irony improve the sentiment analysis with 

Natural Language Processing (NLP) as it allows companies to expand consumers’ understanding and optimize 

support services checking sarcasm and fake news. Multimodal sentiment analysis[10]–[12] which involves text, 

image, and video are much more effective and insightful along with the methods such as word embeddings, 

Natural Language Understanding. This on-going analysis helps to advance decision making and commercial 

advertisement, evaluate customers’ satisfaction and help in the improvement of the product / service. Advanced 

tools in the industry include TensorFlow, PyTorch Hugging Face Transformers, OpenCV as well as Keras, which 

offer accurate and complex systems for multimodal sentiment analysis. 

1.3 Purpose and Objectives 

The main objective of this paper is to present the reader with a synthesis of the most recent developments in the 

subject of social media sentiment analysis. Key objectives include: 

• Analyzing the influence of more advanced models, namely the Convolutional Neural Networks (CNNs), 

Recurrent Neural Networks (RNNs), and the all popular transformers[13], [14] on the sentiment analysis 

(SA) precision. 
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• Identifying the factors affecting the emergence of real-time sentiment analysis facilities based on big data 

analysis. 

• Exploring the possibility of employing techniques of multimodal analysis which incorporate visual as 

well as the audio and textual mode. 

• Patterns of future directions for research in the area of conflict. 

1.4 Importance of the Review 

This review is crucial for several reasons: 

• It deals with the problem of information dispersion, since it offers a comprehensive method of finding 

the most recent breakthroughs in the subject area. 

• They serve to illustrate the potential changes in sentiment analysis strengths which deep learning and big 

data can bring about. 

• It works to meet emergent demands in various industries for real-time sentiment analysis. 

• It engages new multimodal methods which likely offer more extensive sentiment analysis, with handling 

of video data in particular. 

• Thus, when it outlines the major contemporary issues and trends it points out directions that need further 

development to the researchers and practitioners. 

1.5 Paper Organization: 

This paper is organized into the following main sections: 

Literature Review: 

This section offers an extensive review of research works and emerging trends in the area of sentiment analysis 

of social media. It includes discussions of all of the main features of various sentiment analysis techniques and 

their uses. 

Background/Datasets Used: 

This section provides an overview of the nature and the origin of the data on which sentiment analysis research 

often draws. 

Approach/Method of Conducting Research: 

This part outlines the methodologies and approaches used in sentiment analysis, including various machine 

learning and deep learning techniques. 

Discussion and Results: 

In this case, the paper overviews the identified studies as well as the results from the various sentiment analysis 

models and techniques. 

Paper Contribution: 

This section shows how the review offers different perspectives and important contributions to the concept of 

sentiment analysis of social media. 

Conclusion: 
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In the last section of the paper, the author provides some ideas on the concerns addressed in the paper, recapitulates 

the findings attained precision in sentiment analysis along with new research directions on the same. Also, what 

you’ll also find in the paper is Acknowledgement, Disclosure Statement, References, and Author Agreement 

Statement sections, which are also obligatory for any academic paper. 

2. Literature Review 

Chen et al. explored deep learning applications in sentiment analysis in their work [15]. Sentiment analysis 

is crucial for understanding public perceptions, especially given the explosion of social media, which offers 

unprecedented insights into societal opinions. The paper reviews recent advancements in sentiment analysis. 

Researchers and practitioners can use this survey to grasp various sentiment analysis methods. Zhang and Zheng, 

in [16] investigated ensemble learning techniques for analyzing social media sentiments. 

 Kaur and Sharma examined machine learning algorithms for sentiment analysis of tweets. Bing Liu, in [17] 

discussed the increasing importance of accurately gauging public sentiment from online reviews and social media 

for both businesses and policymakers. Alam and Shakil addressed real-time sentiment analysis using big data 

analytics in "Real-Time Sentiment Analysis of Social Media using Big Data Analytics," highlighting the 

efficiency of big data technologies in handling extensive user-generated content.  

S. Gupta and R. Sandhane in [18] evaluated and compared various sentiment analysis methods for social media, 

emphasizing their varying effectiveness in addressing social media challenges. Khan and Ahmed recently studied 

the advancements in sentiment analysis based on social media data, presenting new techniques designed for such 

data. In Aggarwal and Singhal A. will analyze the emotions imparted in social media posts through machine 

learning and deep learning approaches. 

2.1 Background/Datasets Used 

This study utilized key datasets: if we are to categorize them Twitter Sentiment140, IMDB movie reviews, 

Amazon product reviews with corresponding star ratings, Stanford Sentiment Treebanks, Yelp Reviews Datasets, 

and SemEval Datasets. These datasets, have been used in the sentiment analysis using deep learning research and 

includes, Twitter Sentiment140 labeled with emoticons and IMDB Movie Reviews. These features are very useful 

for sentiment analysis as can be evidenced by many researches that have employed use of the resources.  

The proposed ensemble learning method by Zhang and Zheng was applied in different datasets for the text 

sentiment analysis on social media. On the train large scale with 50,000 reviews identified as either positive or 

negative, and IMDB Movie Reviews with millions of ratings converted to binary or ternary categories. Kaur and 
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Sharma preprocessed the Twitter Sentiment140 Dataset containing 1.6 million tweets and the Bigram Sentiment 

Analysis Benchmark containing 13 million tweets with emoticon based label.  

The Kaggle’s US Airline Sentiment Dataset consists of 14,640 tweets that have been individually labelled 

according to the sentiments of positive, negative and neutral. The paper by Liu describes some datasets as 

including binary-labeled movie reviews, Twitter data through API, Amazon product reviews, as well as multi-

domain sentiment datasets. New generation social tools such as Twitter and face book allow users to express their 

content carrying sentiment. It involves large and fast data compared to conventional social media metric 

approaches but real-time presents timely data. 

In sentiment analysis (or opinion mining), emotions are identified and quantified in written texts. The 

Sentiment140 dataset has been preprocessed and filtered by authors for data quality improvements. In natural 

language processing (NLP), sentiment analysis (also known as opinion mining) extracts subjective information 

from text. There are several key datasets used in sentiment analysis research analyzed in this paper, including 

Twitter Sentiment140 Dataset, containing over 1.6 million tweets labeled with emoticons, SemEval-2017 Task 4 

Dataset, and Stanford Sentiment Treebank movie reviews. 

Multimedia video content can be found on YouTube, TikTok, and Instagram. Textual data from tweets and social 

media posts is typically used in sentiment analysis. To train and evaluate models, authors annotated videos from 

YouTube, TikTok, and Instagram with Vlogs, product reviews, and tutorials. Prior to model training, over 10,000 

videos were manually annotated with sentiment annotations (positive/negative/neutral). 

3. Employed Methodologies  

 
An overview of deep learning architectures for sentiment analysis is presented  [19] by Chen, T., Wu and Shi. 

Combining deep learning models may maximize their potential. A large dataset of social media sentiment was 

analyzed using ensemble learning techniques. In contrast to ensemble models, individual classifiers models are 

compared against individual classifiers models. Classifier ensemble performance measured by prediction accuracy 

precision. 

In our study, Twitter API was used as a data source for data collection and preprocessing. In evaluating the 

classifier's performance, accuracy, precision, recall, and F1 score were used. 

Liu's paper discusses sentiment analysis and opinion mining. Moreover, aspect-based sentiment analyses are 

discussed in order to examine sentiment analysis for specific product features. Model performance of sentiment 

analysis models is assessed using evaluation metrics such as accuracy, precision, and recall. For sentiment 

classification, logistic regression, support vector machines (SVMs), and random forests were employed. Hadoop 
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Distributed File System provided a repository to store large datasets, while Apache Kafka handled real-time data 

ingestion. 

The methodology section compares sentiment analysis algorithms. Sentiment classification algorithms developed 

from both machine learning and deep neural net models. To ensure robust results, we evaluated classification 

metrics based on accuracy and cross validation. 

The article discusses advanced sentiment analysis methods, including noise reduction, tokenization, and 

normalization. We explore Logistic Regression, Support Vector Machines, CNNs, and LSTMs for sentiment 

classification. A real time sentiment analysis can also be performed using big data technologies like Apache Kafka 

and Apache Spark. 

In this paper [20] we present a method for automating sentiment analysis in social media. In addition to feature 

extraction through CNNs, audio analysis tools, and word embeddings like Word2Vec/BERT, sentiment 

classification involves multimodal fusion with deep learning models like CNNs, RNNs, and transformer models. 

This model is then trained using annotated data before evaluation metrics such as accuracy precision recall/F1 

score are assessed using these metrics. 

4. Discussion and Results 

T. Chen and L. Wu, highlight that deep learning models like BERT and GPT surpass traditional machine learning 

techniques in accuracy, precision, and recall on benchmark datasets, making them ideal for large-scale social 

media data analysis. Ensemble learning notably improves sentiment analysis on social media data. The study 

advocates for hybrid models, transfer learning, and unsupervised techniques over traditional models, emphasizing 

complex neural network architectures. Kaur et al.'s article "Analyzing Twitter Sentiments through Machine 

Learning" provides key evaluation metrics in table-2, including accuracy, precision, recall, and F1-score. 

Table-2 Findings of the machine learning techniques 

Algorithm Accuracy Precision  Recall F-1 Score 

Naïve Bayes 0,78 0.80 0.75 0.77 

SVM 0.85 0.84 0.86 0.85 

Random Forest 0.83 0.82 0.84 0.83 

Logistic Regression 0.81 0.83 0.79 0.81 
 

Analyzing tweets, SVM achieved the highest accuracy of 0.85, while Naive Bayes had 0.80 precision and 

identified false positives more cautiously than SVM, which had a recall rate of 0.86 and an F1 score of 0.85, 

indicating a balanced approach. Both models are effective, but SVM was the most efficient overall. Deep learning 

models outperform conventional ones in understanding context and sarcasm. Logistic Regression scored 82.33% 

accuracy, SVM over 84%, Naive Bayes 78.56%, and Random Forests 83.44%. Compared to traditional machine 
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learning models, deep learning models are better at handling the complexities of social media data, where 

traditional algorithms like SVM and Random Forests struggle, but CNNs and LSTMs excel. 

4.1 Performance of Machine Learning Models 

Table-3 Performance of Machine learning models 

Model 
Accuracy 

(%) 

Precision 

(%) 
Recall (%) F1-Score (%) 

Logistic 

Regression 
82.3 82.1 82 82 

SVM 84.5 84.3 84 84.2 

Naive Bayes 78.6 78.3 78.1 78.2 

Random Forests 83.4 83.2 83.1 83.1 

 

 

 
 

Figure-1: Bar Graph of Performance of Machine learning models 

 

4.2 Performance of Deep Learning Models 
Table-4 Performance of Deep Learning Models 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

CNN 88.9 88.7 88.5 88.6 

RNN 86.1 85.9 85.7 85.8 

LSTM 87.4 87.2 87 87.1 

BERT 90.2 90 89.8 89.9 
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Figure-2: Performance of Deep Learning Models 

 

 

 

4.3 Comparison of Hybrid and Ensemble Methods 

Table-5: Comparison of hybrid and ensemble methods 

Column1 Column2 Column3 Column4 Column5 

SVM + Random 

Forests 
85.1 84.9 84.8 84.9 

CNN + LSTM 89.5 89.3 89.1 89.2 

LSTM + BERT 91 90.8 90.6 90.7 

CNN + LSTM + 

BERT 
92.3 92.1 91.9 92 
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Figure-3: Comparison of hybrid and ensemble methods 

 
4.4 Scalability and Efficiency of Real-Time Sentiment Analysis 

 
Table-6 Scalability and efficiency table 

 

Technology Processing Speed (tweets/sec) Latency (ms) 

Apache Kafka 10000 5 

Apache Spark 15000 3 

Hadoop 8000 10 

 

 
Figure- 4: Scalability and efficiency graph 

The results of multimodal sentiment analysis models versus those using only visual, audio or text data (visual 

models outperform these models in terms of accuracy, precision recall and F1 score). Multimodal sentiment model 

with 87.5% accuracy, 86.2 recall, and 87.1 F1score.  
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5. Key Contribution  

The document presents a comprehensive review of evolving methods in social media sentiment analysis, 

highlighting several key implications and significant developments in this field: 

• Advancements in Deep Learning Models: 

Transformer based deep learning models [21] such as BERT and GPT overpowered the traditional 

machine learning based approaches to sentiment analysis. These models have been seen to be more 

accurate and have better understanding in cases with social media language. 

• Ensemble and Hybrid Approaches: 

The work done in this research also reveals that although ensemble learners and hybrid models have 

exhibited much strength and accuracy in sentiment analysis of social media data, there is still a significant 

amount of work to be done. Reflection for this paper has provided insights that show that these methods 

are especially loosely fitted with the noisy and variable nature of content that is prior to social media 

platforms. 

• Real-time Analysis Capabilities: 

Real-time sentiment analysis of social media data has been made possible by the growing emergence 

of big data analytics techniques. This is important for companies and organizations who wish to engage 

or merely monitor public opinion as it isn’t favorable. 

• Multimodal Analysis: 

Sentiment analysis is a developing field and more and more researchers are working on multimodal 

sentiment analysis including visual, audio and textual data. This approach helps to capture a broader 

picture of sentiment in the social media content especially in the Social Media Videos.  

• Challenges and Future Directions: 

This is because the document shows that sentiment analysis is not an easy process and still faces 

problems in the course of its operation, including handling of pathetic language, sarcasm, irony and any 

other form of context dependent language. It also overviews possible directions of the future research 

and development of the models – toward the development of more flexible, scalable, and ethical models 

of sentiment analysis.  

• Practical Applications: 

It offers large potential employments cutting across marketing, customer care, policy and decisions 

making, research and even social scientific studies. This helps explain why sentiment analysis is 

becoming so crucial to decision-making processes of commerce and other institutions. 

 

Conclusion 
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This review has demonstrated the possibility to address the main problem in sentiment analysis when dealing with 

the social media data environment. Sentiment analysis on social media has improved remarkably over the past 

few years, mostly due to advances in computational methods and large datasets. Some of the literature highlights 

are the new advancements of CNNs, RNNs, and the new BERT model on sentiment analysis, ensemble and hybrid 

approaches to increase the resilience of models from overfitting and real-time analysis using big data. The primary 

contributions of the study are understanding progress made during the period of 2010-2023 and identification of 

new multimodal trends. As for limitations, they are not declared in the same direct manner; however, one can 

point out such as fast tempo of the technological evolution that can make certain results rather old-fashioned. 

Some development trends concern building more flexible and moral models, additional investigation of the 

approaches for multimodal analysis, and utilizing transfer learning for enhancing model performance between the 

datasets. The review concludes stating that while there have been advances made, ongoing research is still needed 

because those challenges still exist but more so because the landscape of social media continues to change rapidly 

and simply models, ethical concepts, and applicable solutions have yet to be fully developed. 
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